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Abstract

Algorithmically reversing or neutralizing bias
in written media has many uses, yet has histori-
cally only been done in a polar fashion. How-
ever bias is almost always multifaceted, and
there may be certain types of bias that are more
acceptable than others. Thus there is a poten-
tial value in being able to create generative al-
gorithms that generate text along pre-defined
bias parameters. Building off the work of (Lu
et al., 2022), I make available several modifi-
cations tho their model that helps to tune sen-
tences along these predefined parameters while
retaining the high performance that LLM’s ex-
hibit. Additionally, I show that this method also
works to develop other stylistic changes, such
as average word length.

1 Introduction

Along with the very high performance of LLM’s

in the recent years has been a growing trend to
explore fine-tuning them. Previous attempts have
shown successful results in reducing bias (Zhang
et al., 2024), introducing author style (Bhandarkar
et al., 2024) and reducing toxicity (Lu et al., 2022).

However, along with reducing bias holistically,
there has been some research in altering rather than
attempting to remove bias. The motivations for
doing so are two-fold. Firstly, there are numerous
different forms of bias, and it may be difficult to
tune a model to reduce all forms equally. There
may be use cases wherein a certain type of bias
- say political leaning - is much more acceptable
than another type (e.g. racist ones).

Secondly, there are some situations where en-
tirely removing a certain kind of bias is actually
not preferred. Political leanings are a prime ex-
ample - studies have shown many people actually
prefer to consume media from news outlets that
are traditionally heavily biased (Liu et al., 2021b).
Unilaterally reducing bias may incidentally also
reduce viewership. Liu et al. identify changing

political polarity as a possible method for reducing
the effects of echo chambers and exposing news
consumers to alternate viewpoints/stories. A use
case thus emerges for news to be expressed in dif-
ferent viewpoints concurrently, a task where an
algorithmic solution would be ideal. This was a
primary argument for Chen et al. who created a
model to "flip" the bias of news headlines, prompt-
ing numerous developments since.

To further this effort, I utilize the fine tuning
method developed by Lu et al.. They showed suc-
cessful results in minimizing toxicity and other
tasks by training the model based on pre-pending
tokens to generated utterances depending on a re-
ward function. I extend their method by introduc-
ing a new reward function CHARM to express mul-
tiple features and show that this method is capable
of maximizing model performance along different
metrics satisfactorily. This enables tuning across N-
axes, resulting in a more fine-grained control of the
biases that a generative LLM might produce in it’s
generations. Given that it can adjust any number
of features, it also allows for various personality
or other stylistic flairs to be developed at the same
time.

2 Related Work

2.1 Reducing Political Polarity

Chen et al. is certainly a forerunner in this space.
They trained a transformer style model on ALL-
SIDES headlines, and were able to fairly consis-
tently "flip" the bias of news headlines. However,
they did notice this was somewhat at the expense
of the content descriptions (Chen et al., 2018).
Liu et al. extended this with a very in-depth
study of types of bias as well as the ability to trans-
late entire news articles instead of just headlines.
They also utilize a different model structure which
they claim is able to encode both stylistic and con-
tent information, resulting a more accurate bias



"flipping"(Liu et al., 2021a).

Lu et al. is also useful to mention, given that
my method is an extension of this work. This is
also the first work that I could find that tunes a
LLM instead of attempting to build a transformer
outright. This has many advantages in the content
space, but also leverages the abilities that the LLM
implicitly has in other spaces(Lu et al., 2022).

I could not find any other papers that dealt with
this space directly.

2.2 Bias Definition

Bias in news media, and elsewhere, is difficult to
define. Groeling categorizes media bias into se-
lective bias and presentation bias, where selective
bias skews the choices of what events to cover, and
presentation bias skews the style of how to report
the news.

Eberl et al. extends this to a three point scale:
visibility, tonality and agenda. Visibility bias cov-
ers the political actor’s salience, with higher-profile
actors receiving greater attention than lower, on
average. Tonality bias here covers the style of the
media’s author - roughly corresponding with Groel-
ing’s "presentation bias" - and finally agenda bias
covers "the extent to which parties address pre-
ferred issues in media coverage" - roughly corre-
sponding to Groeling’s "selective bias". Other stud-
ies have displayed other categorizations(Puglisi
and Snyder, 2015) (Lichter, 2014). However, there
seems to be a general agreement that there is a bias
involved in style, and it is this form of bias that this
paper seeks to mitigate.

More recently, (Wessel et al., 2023) introduces
a media bias benchmark, and separates media
bias into a 9 element scale. With a rough simi-
larity to Groeling, "presentation" bias is further
subdivided into "linguistic", "text-level context
bias", "reporting-level context bias", "hate speech",
"racial bias" "gender bias" and "political bias", and
"fake news" and "cognitive bias" falling more into
"selective bias". However, Wessel et al. does not
rely on Groeling or Eberl et al.’s classifications, so
this distinction is not entirely accurate.

In this paper, I do not specifically measure along
any of these scales, although I would have liked
to. Instead I rely entirely on a political polarity
measurement, which could somewhat be grouped
under Wessel et al.’s "political bias" bias type, and
deal only with that. Future developments on this pa-
per would surely benefit by measuring the CHARM

model on the rest of their benchmarks to further
elucidate its performance in reducing other types
of bias other than political.

2.3 Stylistic Tuning

Research has also gone into tuning LLM’s to affect
various types of stylistic changes, which in this
case is very similar to what I am trying to do. In
2022, Syed et al. trained an transformer model on
the author corpus as well as additional general data,
and achieved mildly successful results. However,
this required a very large amount of author-written
material in order to successfully train the model. In
2024, (Bhandarkar et al., 2024) extended this work
by prompt engineering on several state-of-the-art
LLMs, again with some success. Bhandarkar et al.
also state that no further research on tuning LLM’s
with reference to generated style, and I could not
find anything to refute this.

Both of these, and others (see (Fu et al., 2018)
(Lample et al., 2019)) rely on the assumption that
style is distinctly separate from context. This is
not shared universally. (Shen et al., 2017) incorpo-
rate adversarial networks into cross-aligned auto-
encoder architecture, encouraging the system to
learn the separate style and the content distribution.
(John et al., 2018) artificially divide the latent rep-
resentation into style and content space, and design
auxiliary multi-task loss and adversarial loss, en-
forcing the separation of style and content latent
spaces when training an encoder-decoder network.
However, in this paper I leave content similarity
measurement to future work, thus relying on an
assumption that the style is disentangled from the
context.

3 Method

3.1 Data

* REALTOXICITYPROMPTS In accordance
the (Lu et al., 2022) method, I used
their released dataset from REALTOXICI-
TYPROMPTS for development. However,
since I do not work on minimizing toxicity
in this paper, I did not use it for any testing.

* ALLSIDES I mainly use the dataset released
by Chen et al., collected from the Allsides
web portal !,

'available from Chen at https://webis.de/data/corpus-
webis-bias-flipper-18



I had hoped to measure the toxicity reduction using
the REALTOXICITYPROMPTS dataset, to show
comparable results to the unmodified Quark model,
but the dataset was too large and my computer was
unable to train the model in a satisfactory amount
of time. Thus, I am only mentioning this dataset as
a courtesy since I used it heavily in development.
However, 1 would like to note that the Perspec-
tiveAPI, which was utilized as the reward function
in the original Quark model, is absolutely compati-
ble as a feature in the CHARM model, and I see no
reason why an experimenter would not achieve ex-
actly the same performance levels as did the Quark
team if they were to use it as such.

As the ALLSIDES data was formatted suffi-
ciently different, I did some manual conversions to
allow the Quark model to be able to read it. Specif-
ically, I started by setting the headline to be the
"text" of the initial prompt, and the summarized
body as the "continuation". The original dataset
also had span annotations, which didn’t make sense
given the ALLSIDES data, so I just set them manu-
ally to be the lengths of the headline. In accordance
with typical NLP standards, I also split 10% of this
data out for a test set. The full data set had 6448
rows, leaving 5803 rows in the training set and 645
in the test set.

3.2 Target Characteristics Encoding

For this experiment, I focused mainly on political
belief encoding. However, to show that this could
extend to an arbitrary amount of features, I also
worked two other simple features - "customWord"
and "wordLength".

I represent a specific combination of these fea-
tures in a CHARMLIST , a list of tuples [VALUE,
LEVEL]. Each feature that the particular tuning
will accomodate recieves one tuple in the CHARM-
LisT. VALUE ranges from -1 to 1, and parameter-
izes the features reward function. LEVEL ranges
from O to 5, and represents the desired weighting of
that particular feature in the overall model tuning.

VALUE is intentionally open-ended, to allow
for a wide selection of features. With linear fea-
tures, -1 corresponding with the least amount of
that feature, and 1 the most. In this case, a VALUE
of -1 would try to "tune out" the feature of the
model’s generation, 0 would leave it unchanged,
and 1 would promote it. In other cases this can
also correspond to a multi-poled scale. In the polit-
ical bias example,a value of -1 represents relatively

right-leaning text, O relatively central and 1 rela-
tively left-leaning. This openness to interpretation
is intentional and seemed to work very well in my
experiments.

level represents the importance that the particular
feature has upon the final reward that is given to the
model, and thus is used simply as a weight in the
CHARM reward function. A CHARMLIST with a
[1,5] encoding for feature A and a [1, 1] for feature
B will see a much greater amount of feature A (or
a very left-leaning result using our political bias
example) when compared to feature B.

3.3 Features

In order for CHARM to work, each feature must
also provide a reward function, that generates a
measurement based on the input text. Features can
utilize any sort of reward function, and may return
values along any scale. In this model, I've used
both a highly linear reward function (customWord)
and more complicated model (political), to demon-
strate that either of these is effective. Additionally,
I used differing scales, with the customWord fea-
ture using a reward function that vaired between
0 and 1 and with the equally linear wordLength
feature, who’s reward function varied among all
reals.

For my experiments, I settled on the following
three features, and explored different tunings with
different values of each.

3.3.1 Political

As mentioned before, the primary feature that I
focused on was political leaning. As I wanted to
compare to Chen et al., I used their data set to pro-
vide the inital prompts for the model to work with.
However, they did not provide a analytical mea-
surement method for leaning detection and as such
I wasn’t able to think of a way to create a reward
function based on their work. Instead, I used the
model developed by (Baly et al., 2020) , which is a
finetuning of a BERT model that expresses polarity
of the input text. The model outputs a value from
-1 to 1, with -1 corresponding to very right-leaning,
0 relatively centrist, and 1 being very left-leaning.
Thus I could then set the reward function for the
political feature to be the output classification pro-
vided by their model, weighted by the VALUE
variable in the CHARMLIST. In doing the weight-
ing I was careful to ensure that the output of the
reward for this feature would follow the VALUE,
i.e. if a value of 0 was given for variable, the re-



ward function would output a lower reward if the
inputted text was very right or left leaning, and
higher if it was more centrist, rather than the close
to zero value it would have otherwise.

3.3.2 Custom Word

Secondarily, to show the effect of a linear feature,
I also developed the CUSTOMWORD feature. It is
remarkably uncomplicated - it measures the occur-
rence of the inputted word(s) and returns that count
normalized by the length of the sentence. Like po-
litical, it is also weighted by the VALUE variable,
to ensure that it maximizes the given level of the
parameter. However, unlike political, it utilizes
a completely linear scale, with -1 penalizing the
model based on the number of occurences, and 1
rewarding it. No special consideration was given
to the case where VALUE was 0; in this case the
reward function will be negative and grow smaller
as VALUE approaches 0. Thus, a VALUE of 0 is
equivalent to a LEVEL of 0, or not including the
feature at all.

3.3.3 Word Length

Finally, I also tried a word length feature. This fea-
ture simply returned the mean length of the words
given an sentence as input. As mentioned earlier,
I did not do any normalization here, so the mean
range arbitrarily. I did however perform the same
multiplication as I did for the CUSTOMWORD fea-
ture, so a negative VALUE will give a negative
reward, thus prioritizing shorter words, and a posi-
tive VALUE will reward longer word lengths. As
with wordCount, no special attention was paid to a
VALUE of 0, it is equivalent to not including the
feature.

3.4 The Charm Function

To combine the features, I created a CHARM func-
tion,

N
R=Y" — !
o (1+ e (n.reward(text) *x n.LEVEL)
)
where N is the number of features. Notice that the
impact of each feature is modulated by the pro-
vided LEVEL in the CHARMLIST. It also utilizes a
sigmoid function, so that the final reward provided
to the Quark model ranges between -1 and 1. 1
added this as the toxicity reward function that the
unmodified model had also ranged in this way, and
I wasn’t sure what kind of adverse effects might

result from changing this. However I also dont
think that removing it or altering it would generate
a large performance improvement, as in my under-
standing of the model, the reward function’s value
is purely relative. A larger reward might cause
the model to show more dramatic results with less
training, but this would also likely be tempered by
the KL divergence penalty that is already in place.
In any case, I did not experiment with changing it
so I cannot empirically state one way or the other.

Results for all of these are summarized in Table
1.

3.5 Model Setup and Training

The Quark model functions by iteratively fine-
tuning the model based on it’s own generations
and a pre-defined reward function R. It is split into
three stages:

1 Exploration: the model is used to generate
new prompts.

2 Quantization: the resultant data is divided on
its performance by the reward function

1 Learning: the data is then pre-pended with a
token and used as the fine-tuning train set

I did not modify this procedure in my modifica-
tions.

It also utilizes a KL.-divergence penalty, to en-
sure that the model does not stray too far from
its original parameters. Although they experiment
with different values of the coefficient, I did not
have the bandwidth to do the same, Thus, in line
with their findings, I use their default value of 0.05
for the coefficient. The use an Adam optimizer,
with a default learning rate of 0.00005. I again
used this default and did not experiment with alter-
nate values.

In fact, hardly anything was changed in any part
of the model. I tried my best to use the code directly
as it was released, except, of course,for the reward
section.

The only exceptions to this were largely due
to utilitarian constraints. The first was a necessary
code change that arose from what I believe to be the
use of an older version of the transformers library.
The "_get_logitcs_warper" function was called im-
plicitly with parameters, which best I could find
was outdated, being replaced instead by a Genera-
tionConfig instance. However, in this replacement,
I used the same parameters and did not change their
order or structure.



I also changed the underlying model from "gpt2-
large" to the smaller "gpt2". I had done a good bit
of testing with the "gpt2-large" but kept running
into hardware constraints. Moving to this smaller
model also enabled me to run the tuning process
on my home computer.

I ran all training runs on my home computer (no
GPU/i5 processor/16gbram). In order to faciliate
that, I also had to reduce the batch size from the
default level of 128 in the original Quark model to
2 in my model, and the total episode count from
30000 to 30. I would have very much liked to be
able to experiment with changing these values, but
was not able to in the time given.

However, I was able to see marked results, and
I do not think that the reductions in the training
process that I had to take affected that. Since this
is a tuning and not a training, additional tuning
passes are likely to only improve the features re-
wards, at least up to a certain point where the lan-
guage becomes non-sensical. My intent in this
paper was just to show positive change according
to the CHARMLIST, and I have showed that. Before
any use case, an exploration of the extents of this
system, using upgraded hardware and much more
time, would be highly advisable.

I trained on the entire dataset provided by Chen
et al., save of course for the test set which I set aside
at the beginning. However, in this model structure,
these texts are used as prompts to a LLM, and the
real training comes from the reward functions of
the generations. Thus, increasing the total episode
count would likely have similar results to increase
the training dataset size, at least up to a certain
threshold.

3.6 Evaluation

To evaluate the various tuning tests, I follow Lu
et al. and simulate responses from the tuned model,
measuring them on the rating from the CHARM
function. For ease of measurement, I also lowered
the number of samples per prompt to 2 from the
Quark default of 25.

I evaluated using the same set of reward func-
tions that I used to tune the model, but also recorded
the individual feature reward values and not just
the CHARM value. I’ve displayed the results of my
tests in the following section.

4 Results

I ran the tuning method, with the parameters ex-
plained the "Model Setup and Training" section,
on the following different options for the CHARM-
LIST.

A Default Right: A baseline model showing
maximum right political leaning, with no
other features

B Default Left: A baseline model showing max-
imum right political leaning, with no other
features

C Default Right with Feature: The same polit-
ical tuning as the baseline models, but now
introducing another feature, specifically the
customWord function with "smart" as the max-
imized word.

D Default Left with Feature: The same as C, but
this time with the opposite political stance.

E Smart: The same features as all the prior ones,
but this time the political feature is set far infe-
rior in LEVEL compared to the customWords
feature.

F Long Words: Here, the customWords feature
is replaced by wordLength feature, set to re-
ward longer words. The political model is kept
at baseline levels, and set to be left-leaning.

G Small Words: The same as F, but this time
rewarding shorter words.

The results for the different values of CHARMLIST
are summarized in Table 1.

4.1 Discussion

My initial goals in this paper were as follows:

* Basic Replicate Chen et al., and be able to
convert from right leaning to left leaning.

* Moderate Be able to adjust polarity levels at a
more fine-grained level, i.e. be able to gener-
ate far right, somewhat right, somewhat left,
far left, etc. utterances.

* Ambitious Train a model using alternate fea-
tures. 2
%QOriginally, this was meant to be from (Piotrkowicz et al.,

2017), however I did not have the ability to implement all of
these features



Test Case Feature Value | Level | Result | CHARM
A politicalLeaning -1 5 -0.229 0.952
B politicalLeaning 1 5 0.260 1.056

politicalLeaning -1 5 -0.217

C customWord("smart") 1 2 0.001 0.956

D pohtlcalLeﬁmmg ) 1 5 0.255 1.051
customWord("smart") 1 2 0.000
politicalLeaning 1 1 0.047

E customWord("smart") 1 5 0.000 0.559
politicalL.eaning 1 3 0.149

F wordLength 1 5 23.263 0-559
politicalLeaning 1 3 0.175

G wordLength -1 5 -23.014 0.540

Table 1: Test Cases for the CHARM model

4.2 Feature Performance

From A and B, we can see that I have success-
fully reproduced the work of Chen et al. within
the Quark framework, and thus met the basic goal.
Specifically, when the VALUE was set to -1, we
observed a more right-leaning mean polarity level,
and when VALUE was set to 1, we observed more
left-leaning generations. Additionally, F and G
show that we are able to tune this political polar-
ity to a highly granular degree, thus meeting our
moderate goals. Finally, C,D,E,F,and G show that
we are also able to learn alternate features, to vary-
ing degrees of success, thus partially meeting our
ambitious goal.

I do not understand why model B was able to
create generations that were consistently labeled
as being farther right than model A’s generations
were left. It would be surprising to me that gpt2’s
unmodified generations would be classed as more
left leaning than right in the general run of cases
- a more likely observation would be that perhaps
the classifier provided by Baly et al. might be the
cause of this more likely. Otherwise, it is possible
that this discrepancy is simply due to my model
not being tuned for long enough, and with greater
processing time it would go away.

Notice from C and D that the customWord fea-
ture only minimally effected the polarity switch-
ing (0.012 for the right leaning models and 0.005
for the left leaning). Additionally, the generations
fared fairly consistently despite whatever the other
feature was, in F and G the models vary very simi-
larly with respect to the political feature, despite the
wordLength feature directly flipping. This seems

to indicate the CHARM will be able to satisfactorily
tune a LLM to a variety of features, at least with
enough tuning time.

I would have liked to experiment with different
features, as I am sure various levels of correlation
would have adversely affected performance. Even
still, it is interesting to me that right-leaning C had
slightly higher performance with the customWord
feature than did the left-leaning. I am unclear if
this was just a fluke of my training examples of it
is indicative of some correlation between the two
in the data or else gpt2 itself(which I would find
unlikely)? This would likely only be visible with
significant more testing, however it does bring up
the possibility of working with these very flexible
subjects in an interesting - and quantifiable - way.

I am as of yet unclear as to why model G per-
forms the way that it does. I would have thought
that a negative reward provided by the wordLength
reward function would have penalized the model
and led to shorter words, instead it seems to have
had the same effect as it did in F, but yet the reward
is still being returned negative. There is a high
chance it was simply caused by a mistake on my
end, while setting this to run late the night before,
but it also may have something to do with the struc-
ture of my reward function for this feature - I am
sure there is yet a more excellent way to measure
this characteristic.

An important distinction with the customWord
feature was the presence of the word in the initial
prompt set. I chose the word "smart" randomly,
just to illustrate the possibility of the feature, and
because I thought it might reasonably be expected
to show up in all leanings of news media. For



reference, the word "smart" appeared 6 times in the
training prompts, and zero times in the test prompt,
although again Quark is tuned not on these prompts
but rather on the generations from these. However,
I did not experiment all that much with word choice
and there is still the possibility if not likelihood
that it would show up too rarely to meaningfully
impact the model. An interesting future research
would have been to see if differing word choices,
or else including synonyms, would have increased
performance in this feature.

4.3 Contextual Performance

Following the example ofLu et al.’s paper, I did
measure the distribution of the various datasets,
and they are summarized in Table 2. They char-
acterize these values as "sequence-level repetition,
defined as the proportion of repeated n-grams (rep-
n)". Their distributions ranged from 0.43 to 0.80
for Dist-2 and 0.66 to 0.84 for Dist-3, so we seem
to still be in the same ballpark.

Again, in accordance with the Quark model we
also do some human validation on the model re-
sults. However since I am the only human here, I
reliquinsh this work to the readers, including some
examples. For model A (baseline right-leaning
model), the prompt "There’s another controversial
Hollywood racial decision" resulted in "There’s
another controversial Hollywood racial decision
that’s been exploding in Hollywood for some time
now.", while model B(baseline left-leaning model)
generated "There’s another controversial Holly-
wood racial decision that has compelled federal
officials to disclose bias in federal and state law
against Donald Trump: Information reported...".
These results scored the highest in the political bias
measurements of the samples generated.

We can see from these results that model com-
prehension hasn’t been affected, and also that the
model is capable of generating responses that con-
tain named entities that are of the opposite polar-
ity (e.g. Donald Trump, a known right-leaning
politician), thus suggesting that it has retained the
abilities of the underlying LLM in knowledge com-
prehension and has largely focused the tuning on
stylistic choices.

5 Future Work

In line with the common themes expressed so far,
the most likely avenue for future work on this sub-
ject would be to train this model with more robust

Test Case | Dist-1 | Dist-2 | Dist-3
A 0.600 | 0.874 | 0.865
B 0.603 | 0.872 | 0.864
C 0.604 | 0.879 | 0.866
D 0.604 | 0.879 | 0.866
E 0.604 | 0.877 | 0.865
F 0.600 | 0.878 | 0.864
G 0.600 | 0.878 | 0.864

Table 2: Text Diversity measures for the CHARM model

models structure and better feature depictions. I
have saved all my model checkpoints, which might
help in that endeavour somewhat, both to deter-
mine weak points and to develop insights for future
modifications.

Future work could easily extend this to any num-
ber of other features, including contradictory ones,
to examine how these features interact on a larger
scale. It would be very interesting to see if model
performance continues to degrade as features are
added, and what combinations of features perform
better together than others, as discussed briefly in
the discussion section. Additionally, as shown in
the results section, even with a very high level the
model did not achieve a very high polarity measure.
I am sure there are ways to improve this, although
in this situation this is effectively introducing bias
and I was not comfortable with doing that. If future
work could introduce other features, maximization
beyond the levels I show here could be very useful.

Furthermore, in my CHARM model, all weights
are combined, and the model weights the genera-
tions and adds the pre-pended token strictly on that
scale. It am curious as to whether measuring and
appending a different token for each feature would
work better than this.

Finally, as discussed in the findings section, the
low performance on the custom word feature is
likely due to poor representation in the training
set. Feature introduction would be an interesting
avenue to explore in future work, and would likely
result in performance enhancement in this feature.

6 Limitations

Likely the biggest limitation in this paper was hard-
ware. In order to be able to run it, I had to sig-
nificantly minimize the training time. In addition,
just getting the Quark model to run took most of
my time throughout the semester, and so I ended



up only having the last few days to do any real
experimentation, which was far less than ideal.

I was able to get access to the CRC computing
cluster, but since by that time I had a few successful
training runs done, I thought it would be a better
use of my time to expand on this paper and try
other experiments rather than focus on getting the
code to run on the cluster. In hindsight, it would
have been much more wise to have worked on the
cluster from the beginning, and likely would have
saved a great deal of time. I had originally planned
on using google colab’s, and spent most of my time
trying to get it to run, but (somewhat strangely)
it kept running out of memory. The only way I
could get it to run is to reduce it to the current level
anyways, and at that point it was easier (and about
the same speed) to just run it locally.

The dataset from Chen et al.’s paper was not the
largest. As mentioned earlier, this may have im-
pacted the model quality less than my small batch
size and low episode count, but it still would likely
benefit from more training prompts.

7 Ethical Concerns

The nature of these experiments are sensitive eth-
ically, and the reality of that was not lost on the
author. The CUSTOMWORD feature has no restric-
tion on what word is fed in, and could be easily
used to reward derogatory or otherwise unsavory
words. Furthermore, other reward values could be
easily added to promote negative effects in gener-
ated texts. However, these dangers are still present
without using the CHARM model, if at a lesser ex-
tent. It is the hope of the author that future users
will engage with the model ethically and safely.

Somewhat less severe, there is a question of the
ethicality of "maximizing" bias, even if it is polit-
ical in nature like it is in this paper. Consuming
media from only one outlook is damaging and can
result in "information silos" that can contribute to
hate and other unhealthy mannerisms. However, as
I mentioned earlier, it is possible that implementing
a model similar to this might work against this, by
automatically exposing media consumers to alter-
nate viewpoints to the same factual content.

8 Conclusion

In this paper, I have described by CHARM addi-
tion to the QUARK model developed by (Lu et al.,
2022), and shown that it performed successfully in
a headline polarity translation task. Additionally, I

showed that it could be expanded to multiple other
features with little performance drawbacks. I also
release my CHARM reward function and the model
checkpoints after fine-tuning on several different
CHARMLISTs for future study.
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